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Abstract 
This paper describes and analyzes the state of research in Voice 
User Interfaces (VUIs) in Latin America based on the review of 
scientific documents published in SCOPUS from 1999 to June 
2020, through a bibliometric analysis. We analyzed 419 academic 
papers. Although a gradual increase is observed over the years, the 
number of published documents has increased considerably since 
2014. Brazil (44%) and Mexico (28%) are the countries with more 
documents published. Co-authorship occurs between Latin 
American countries (Brazil, Argentina, Mexico, Ecuador, and 
Costa Rica). However, the mayor collaboration from Latin 
American countries occurs with the United States, France, 
Germany, Spain, Portugal, the United Kingdom, and Japan. The 
main researched topics are studies of automatic speech recognition, 
artificial intelligence, speech processing, and human-computer 
interaction, which have grown over the past few years. Natural 
language processing, conversational agents, user experience, and 
chatbots are keywords related to more recent studies. Our analysis 
reveals that the primary active research developed in the short-term 
future are personal assistants and assistive technology using voice 
user interfaces. 

Keywords: 
Voice user interfaces; Latin America; Automatic Speech 
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1 Introduction 
The use of voice interaction is every day (such as smart speakers, 
smart home appliances, voice assistants in cars, and robot 
assistants) [24]. The big tech companies (Alexa, Google, Apple, 
Facebook, IBM) have helped to popularize voice interactions by 
implementing speech interactions in their services. There are 
predictions that by 2021, nearly 50% of new mobile apps use voice 
as a primary interface [31], and the speech technology market in 
Latin America has experienced exponential growth (figure 1), 

where it expects to be worth around 346 million US dollars by 
2024. Latin America accounts for 8.53 percent of the global 
population [23]; taking into account the potential and prediction 
that has the use of VUIs, our main objective is to identify the 
research potential of VUIs and the Latin American scientific 
community's contribution to the development of VUIs identifying 
the following:  
(Q1) The growth of VUI research in Latin America. Identify how 
the scientific community's interest has evolved over the years and 
compare its growth with the rest of the world. 
(Q2) Main actors in the research. Recognize which countries, 
institutions, and researchers are conducting this research and where 
they publish. 
(Q3) Collaboration between actors. Establish collaboration 
between countries and researches. They relate to authors from their 
own country or those from abroad. 
(Q4) Areas and context where VUIs are applied. Point out the 
topics of interest and the areas where the researchers work. 
 

 
Figure 1. Size of the voice and speech recognition technology 

market in Latin America, from 2015 to 2024. 

2 Method 
A bibliometric analysis is performed using the Scopus, a 

bibliographic database of abstracts and citations of scientific 
journal articles. Scopus covers three types of sources: book series, 
journals, and trade journals. The search use terms related to VUIs 
(speech interface, conversational interface, automatic speech 
recognition, personal assistant, spoken language system, and dialog 
system) in English, Spanish, and Portuguese. It considers sentences 
that can refer to the descriptions (such as synonyms or 
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abbreviations) searching these terms in the title, summary, and 
keywords, with a filter in the author's country of affiliation. A 
condition that determines the article's selection is that any 
document author is affiliated to a Latin American country. For 
identifying the research's growth over the years (Q1), no filter is 
applied in the year of publication.  It is made a second search with 
the same terms, except the filter in the author's country of 
affiliation. We compare the differences between the documents 
published by year in the world versus Latin America with these two 
search results. With the first search results, a database is 
constructed considering the year in which the article is published, 
document title, author(s), source title, document type, affiliations, 
language, keywords, abstract, country, and context applied in voice 
interaction. 

The search results are classified by the geographical 
distribution of publications, author name, author affiliation, and 
sources to identify who is doing the researches (Q2). The metadata 
is analyzed in VOSviewer software; this tool created maps based 
on a bibliographic database. With this, we can identify the 
collaboration between countries and researches (Q3). To classify 
the areas where VUIs are applied (Q4), the keywords are analyzed 
in VOSviewer ranking by occurrence and number of links between 
them, resulting in a cluster mapping. The 419 documents are 
analyzed for identifying the context where the VUIS are used. Most 
of the findings are presented in the form of frequency and 
percentage. 

3 Results 
A total of 419 academics papers are retrieved from 1999 to June 

of 2020. Four sources of documents are classified, conference 
proceedings (52%), it refers to papers that are presented in 
conferences and are published. Journal (23%) refers to a collection 
of articles that present the most recent research. Book series (24%) 
is a serial publication with an overall series title, and books 
represent 1% of the total publications. It is essential to mention that 
the documents are in the following languages: English (90%), 
Portuguese (6%), and Spanish (4%). 

3.1 Research Growth of VUIs  
The graph shows (figure 2) the increase in research related to 

speech technologies in Latin America. Although the growth is 
continuous, a substantial increasing tread in the number of 
published documents is observed since 2014. The year 2020 
presents a decrease because it is the current year, and the annual 
count has not been completed. However, considering that the 
second part of the year is when more scientific articles are 
published, it is highly probable that the research's growth continues 
the trend of recent years. 

  
Figure 2. Documents published by year in Latin America. 

 

Figure 3 shows a comparison between documents published 
worldwide (18,422 - blue line) and those published in Latin 
America (419 - red line). This region has a 3% average of the 
publication worldwide and maintains a similar growth in 
percentage to the rest of the world. If Latin America is 8% of the 
world population and Spanish is the second-most spoken mother 
language, it could be inferred that the impact of research falls short 
in this area. Research on this topic is taking worldwide attention, 
and voice technology research is growing. It is necessary to pay 
attention to the advantages of developing and improving the current 
state to impact our society and help build conditions for more 
equitable development.   
 

 
Figure 3. Comparison of documents published in the world 

versus Latin America. 

3.2 Main Characters in the VUIs Research 
To identify who is doing research related to VUIs, the search 

results are classified by the geographical distribution of 
publications, author name, author affiliation, and sources where 
more documents are published. Figure 4 shows the top countries 
contributed to the publication on voice user interfaces. Brazil 
ranked first with a total of 187 (45%) documents followed by 
Mexico 113 (27%), Argentina 37 (9%), and Colombia 26 (6%). 
 

 
Figure 4. Documents by country territory. 
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Regarding documents by affiliation, the University of Sao 
Paulo (USP), the National Polytechnic Institute of Mexico (IPN), 
and The Pontificia Catholic University of Paraná are the 
organizations that publish more academic papers about VUIs. Most 
of the documents are from universities (84%), government research 
centers (10%), and industry (6%) have little participation, 
highlighting IBM in the industry (figure 5). 
 

 
Figure 5. Documents by affiliation. 

 
The source where more documents are published is in the 

“Lecture Notes In Computer Science Including Subseries Lecture 
Notes In Artificial Intelligence And Lecture Notes In 
Bioinformatics” and the “ACM International Conference 
Proceeding Series” like figure 6 shows. 
 

 
Figure 6. Documents per year by source. 

 
Emerson Cabrera Paraiso of the Pontificia Universidade 

Catolica do Parana of Brazil is the author with more works (figure 
7) about agents and machine learning. In recent years Heloísa 
Candello of IBM Research has already published work on 
Conversation Analysis, NLP, and speech processing.  
 

 
Figure 7. Documents by author. 

3.3 Latin American Research Collaboration  
Many search documents have authors belonging to different 

countries worldwide that share credits with Latin American 
authors. Brazil, Mexico, and Argentina are the countries with more 
co-authorship (table 1). The links column is the number of countries 
in which each country has a co-authorship, and the total link 
strength column is the co-authorships total number that the country 
has. 

Table 1. Latin American countries co-authorship. 
Country  Links Documents  Citations  Total link 

strength  

Brazil  21 187  608  69 

Mexico  16 112  360  46  

Argentina  10 37 334  25  

Chile  8 18  245  16  

Colombia  6 26  105  10  

Ecuador  6 25  28  15  

Peru  5 8  12  6  

Cuba  3 6  19  6 

Puerto 
Rico 

1 2 2 1 

Uruguay 0 1 0 0 

Costa Rica 1 1 0 1 

Venezuela 0 1 0 0 

 
Figure 8 shows the co-authorship relationships between these 

countries; the circumference size refers to the number of documents 
in which that country has participated. The thickness of the line 
connecting them depends on the number of documents that are 
carried out together.  
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Figure 8. Countries co-authorship. 

 
Brazil has the largest number of co-authorships with France 

(17), USA (11), and Portugal (6). Mexico with Spain (10), USA 
(7), and France (5). Argentina with USA (8), Spain (5), and Japan 
(3). Latin American countries have more co-authorship with 
countries worldwide, co-authorship between Latin American 
countries has occurred between Brazil, Mexico, Argentina, 
Ecuador, and Costa Rica. Ecuador and Peru have the most recent 
co-authorship documents (figure 9); the graphic color shows the 
documents' average year of publication. Peru with the United States 
and Spain, and Ecuador with Argentina, Germany, and Spain. It is 
possible to identify who leads the productivity in voice technology 
research and the opportunities for establishing collaboration 
between different countries in the same discipline. 
 

 
Figure 9. Latin American countries co-authorship. 

 
This bibliometrics analysis reveals than 32 percent of the 

documents with authors affiliated to a Latin American country have 
collaborated with authors of other countries worldwide. Of these 
documents, only half have Latin American authors as the first 
author. Most collaborations occur between authors in the same 

country, where 47 percent of the documents are collaborations 
between authors in the same institution, and 20 percent are 
collaborations between authors of different institutions in the same 
country.  Only one percent of the documents have co-authorship 
between Latin American countries, like Brazil and Mexico (figure 
10). 

Collaborations between colleagues in the same institution are 
common and natural; almost half of the documents have this 
characteristic. However, it is essential to increase collaboration 
between different institutions to explore different contexts, mainly 
focusing on increasing collaboration between Latin American 
countries.  
 

 
Figure 10. Latin America co-authorship. 

 
Regarding the authors with an affiliation in Latin America, 

Heloisa Candelo and Claudio Pinhanez from Brazil IBM Research 
Lab are the authors with more co-authorship. In figure 11, we can 
identify the interactions between the authors. The circumference 
size is related to the number of documents that the author has 
published, and the thicker link means that there is more 
collaboration between these two authors. 

 
Figure 11. Documents by authors co-authorship. 

 
The collaboration networks that authors have formed are 

visible, with very well determined groups and the authors who have 
collaborated with different groups of researchers. Candello's 
extensive collaboration with different groups of researchers is very 
notable. The average co-authorship between these authors are 
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between 2017 and 2020; the co-authorship is increased in these last 
years. It should be noted that most of the authors with whom 
collaboration is made are from Brazil.  

Latin American authors have performed an international 
collaboration from the first researches of this study. Co-authorship 
networks between the same department or laboratory have 
advantages like the same research lines, shared resources, and 
similar objectives. However, co-authorship networks allow 
increasing the scope, visibility, and perspectives that can enrich the 
research.  

3.4 Areas where VUIs are Researched 
The selected works' keywords are analyzed to identify the areas 

researched; then, each document is analyzed to identify the context 
where VUIs are applied. 

3.4.1 Keywords 
Using VOSviewer software is created a map based on 

bibliographic data (figure 12). The type of analysis is co-
occurrence, where the relatedness of items is determined based on 
their number of documents in which they occur together and the 
counting method is full counting, the unit of analysis is all 
keywords, considering 13 like the minimum number of occurrences 
of a keyword, of the 3219 keywords, 38 meet the threshold. Based 
on common keywords that each work has, four general groups are 
identified, researches based on the study of the interaction between 
humans and speech systems (red section, cluster 1), development 
of speech technology (green section, cluster 2), speech processing 
(blue section, cluster 3), and artificial intelligence (yellow section, 
cluster 4). The circumference size is proportional to the number of 
academic papers presented and the relationship between keywords 
is observed by the distance. 
 

 
Figure 12. Documents by keyword. 

 
Table 2 shows these keywords, the cluster in which each 

keyword is classified depending on with which other keywords 
have more links, the total strength of the co-occurrence link with 
other keywords is calculated, as well as the number of keywords 
with which it is related (links) and the total link strength than is the 
number of links it has with all the other keywords with which it is 
related. Human-computer interaction, automatic speech 
recognition, speech processing, artificial intelligence, and 
conversational agents are the keywords with the highest 
occurrence, with which we can see the trend areas in voice 
technology research. 

Table 2. Keyword. 
Keyword  Cluster Occurrence Links Total 

link 
strength 

Automation 1 14 16 29 

Human 
computer 
interaction  

1 46 34 130 

Human 
engineering  

1 15 19 48 

Information 
systems  

1 22 25 46 

Mobile devices 1 14 18 35 

Personal 
assistants 

1 36 27 65 

User experience 1 13 17 46 

User interfaces 1 38 29 93 

Voice command 1 23 15 39 

Voice user 
interface 

1 13 14 30 

Websites 1 19 17 32 

Automatic 
speech 
recognition  

2 94 26 230 

Automatic 
speech 
recognition 
system  

2 24 19 64 

Deep neural 
networks 

2 13 15 43 

Hidden markov 
models  

2 25 19 74 

Linguistics  2 16 23 58 

Pattern 
recognition 

2 13 18 38 

Speech 2 32 22 102 

Speech 
communication 

2 24 22 77 

Speech 
recognition 

2 151 34 340 

Computational 
linguistics  

3 17 22 66 

Conversational 
systems 

3 13 21 39 

Dialogue 
systems  

3 25 23 86 

Multi agent 
systems 

3 14 15 25 
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Keyword  Cluster Occurrence Links Total 
link 

strength 

NLP  3 18 22 63 

NLP systems  3 32 27 103 

Natural 
languages  

3 22 28 78 

Semantics 3 18 21 45 

Speech 
processing 

3 46 30 132 

Artificial 
intelligence  

4 52 35 139 

Chatbot 4 15 16 44 

Conversational 
agent 

4 15 23 56 

Conversational 
agents  

4 41 32 114 

E-learning  4 17 22 48 

Learning 
systems  

4 24 26 73 

Robots 4 13 17 29 

Students 4 14 21 38 

Virtual reality 4 30 24 59 

 
Figure 13 shows the human-computer interaction keyword and 

the other keywords with which is related. It can be seen how 
human-computer interaction is related to various areas of voice 
technology research, such as conversational agents, chatbot, dialog 
systems, speech processing, speech recognition. 

 

Figure13. Human-computer interaction keyword links. 
Voice user interface keyword is related to 14 keywords (figure 

14), like conversational agents, speech recognition, user interfaces, 
user experience, human-computer interactions, voice command, to 
name a few.   

  
Figure 14. Voice user interaction keyword links. 

 
Figure 15 shows the average publication year of the keywords 

represented by colors. Natural language processing, conversational 
agents, user experience, and chatbots are keywords with more 
recent studies. 

 
Figure 15. Documents by keyword and average year of 

publication. 

3.4.2 Context 
Speech technology (34%), personal assistants (13%), assistive 

technology (10%), and health (8%) are the significant areas where 
voice user interfaces are studied (Table 3). Concerning speech 
technology, some of the topics identified are analysis dialog and 
prosody, speech recognition, neural network, the use of Markov 
models, and noise analysis [1][4][28][26]. 
 

Table 3. Context of use. 
Context area  Percent of documents 

Assistive technology  10  

Customer Service  1  

Education  6  

Entertainment  3  

Health  8 

Information visualization  1 

Internet of things  3 
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Context area  Percent of documents 

Language  4 

Management  0.5 

Personal assistant  13 

Robotics  5 

Searches & queries  4 

Smart building  3 

Speech design  1 

Speech technology  34 

Telephone operator  0.5 

Virtual environment  3 

 
The VUIs research using a personal assistant focus on the 

improvement of their use, and how to use it in collaborative 
environments and for a specific purpose like a financial adviser, 
government services, operators, receptionist, travel assistant, for 
sales, web services discovery, just to mention a few [25][22][27].  
There are assistive technology applications for sign language, 
visual impairments, deaf or hard of hearing, disorder speech, motor 
impairment, and limited physical mobility [6][9]. Customer 
services like call centers and virtual agents are used [5]. In the 
context of education, VUIs are used for learning different subjects 
like electronics, electricity, programming, and science [20][7]. 
Speech is used too into the entertainment world by example, in an 
art exhibit using a conversational interface, in games and news 
online and some case studies based on web content [8][13]. 

For therapy generation for Alzheimer's, in speech 
rehabilitation, for Parkinson's patients, motor rehabilitation, post-
CVA therapist, virtual trainer, dementia, clinical psychology, and 
psychiatry [16]. Exist apps to prevent cyber-pedophilia and for the 
prevention and detection of suicidal behavior [15]. As a support in 
handling  medical equipment, in the transcription of radiology 
reports, in intraoperative endoscopy positioning, for a triage 
system, in biological information retrieval, and as a personal 
assistant in health environments and for identifying rare diseases 
[12]. For controlling industrial and building plant and device with 
voice, in ubiquitous applications [11]. In the area of robotics there 
are studies about the use of speech with hand tracking application, 
receptionist robots, robot suitability, social robots, perform a task 
with voice commands, tour-guide robot, training of a dialogue 
system, framework for collaborative interaction, controlling 
navigation, conversational service robots, semantic reasoning in 
service robots, intelligence implementation, context analysis and 
middleware for robotic applications [2][3][29]. 

Voice interaction is an integral part of the use of a smart 
environment. Many studies are for control in multimodal 
interactions, for protocols, offline system, and production system 
management [30]. The design plays a vital role in having better 
voice interactions; some documents analyze design issues, 
frameworks for voice, the life cycle of designing, usability 
evaluators, and heuristics [17]. There are voice applications in 
virtual environments for collaborative learning, games, street view, 
government services, and simulators [18]. There are several studies 
on the improvement of queries and searches using voice [10]. There 
are studies in the use of languages like Portuguese, Nahuatl, 

Mixtec, Quechua, Spanish, Huichol, Mixtec, and Zapotec 
[19][14][21]. 

Over the years, a small decrease in speech technology studies 
and an increase in studies of the use of assistive technology and 
personal assistants can be observed (Figure 16). 
 

 
Figure 16. Documents by the context of use over the years. 

 
Brazil has more studies on assistive technology, health, speech 

technology, and personal assistants. Argentina in education, 
personal assistants, and speech technology. Chile in speech 
technology. Mexico in assistive technology, health, languages, and 
speech technology. 

4 Conclusion 
The result of thirty years of scientific research of voice user 

interfaces in Latin America is applied to various subject areas (such 
as human-computer interaction, automatic speech recognition, 
speech processing, artificial intelligence, conversational agents). 
Since 2014, the production of scientific papers on voice user 
interfaces has grown. At the moment, 419 academic papers on 
voice user interfaces are published; they are 3% of the worldwide 
publications. It is crucial to increase the research in voice user 
interfaces due to the predictions that this kind of interface will be 
used as a primary interface during subsequent years.  

The main objective of this work is to identify the research 
potential of VUIs. It can be observed that VUI researches have an 
international interest, and they are increasing in recent years. It is 
important to note the need to increase research in the Spanish 
language since it is the second mother tongue by the number of 
speakers. Moreover, it can have a favorable impact on a better 
understanding of users and improve this technology's use to 
develop the region better. 

Brazil, Mexico, Argentina, and Colombia have the most 
scientific works published, and the most prolific authors are from 
Brazil and Mexico. Co-authorship occurs between Latin American 
countries (Brazil, Argentina, Mexico, Ecuador, and Costa Rica). 
However, mayor collaboration occurs with countries outside the 
region such as the United States, France, Germany, Spain, Portugal, 
the United Kingdom, and Japan. 

The main researched topics are studies of automatic speech 
recognition and artificial intelligence. However, in recent years, 
human-computer interaction, speech processing, and 
conversational agents have grown. A particularly important 
research topic that Latin American researchers have contributed is 
to the development of VUI and interactions based on native tongues 
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(Spanish and Portuguese), and native languages (such as Nahuatl, 
Mixtec, Quechua, Huichol, Zapotec). Natural language processing, 
conversational agents, user experience, and chatbots are keywords 
with more recent studies. The undertaken analysis reveals that 
active research areas that will be developed in the short-term future: 
personal assistant and assistive technology using voice user 
interfaces. 
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